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1a. An experiment in self-
supervised learning for Robots
A robot that acquires its own training data... 
but then solves a standard Supervised Learning problem



Mighty Thymio

• 5 front-facing infra-red sensors

• 720p camera

• ODRIOD C1

• Wi-Fi connectivity
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Cross-sensor prediction (image -> proximity)



Problem definition example
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Data gathering

• Various examples:

• Different distances and directions

• Floors with different textures

• Obstacles with different shapes, materials 

and colors

• 8 recording sessions

• 36k training examples
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An (optional) controller for efficient data 
gathering



Quantitative evaluation

• Symmetric

• Decreases on sides

• Decreases with distance

• Distance = 0 cm is the hardest
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Area Under the Receiver Operating Characteristic Curve



Why 0cm is so hard? the camera blind spot!
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It works!



Video
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Video
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Generalizing…

https://github.com/idsia-robotics/learning-long-range-perception

https://github.com/idsia-robotics/learning-long-range-perception


1b. A seminal paper from 2006
A robot that acquires its own training data... 
but then solves a standard Supervised Learning problem



Self-supervised online learning for big-ass Robots



The task

Predict the traversal cost of terrain given overhead data



Supervision

• Short range ladar

• Robot assigns traversal 
costs to areas in front of 
itself from features 
computed by interpreting 
the position, density, and 
point cloud distributions 
of sensed obstacles



Quiz:
What would you call 
“supervisory signal” here?



A big advantage: online learning

Performance
of a supervised
system trained
from human
collected data

Performance
of self-supervised
models



How do you evaluate something like this?
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2. Self-supervised (aka self-
taught) deep learning
The data itself is a source of supervision

Comprehensive source: Slides from Andrew Zisserman, 2018
https://project.inria.fr/paiss/files/2018/07/zisserman-self-supervised.pdf



Shades of supervision: full supervision

To some extent, any visual task can be solved now by:
1. Construct a large-scale dataset labelled for that task
2. Specify a training loss and neural network architecture
3. Train the network and deploy

Classification error on imagenet



But...

• Labeled data is expensive (eg medical, or whatever problem they are 
paying you to solve)

• Huge amounts of unlabeled data
• Facebook: one billion images uploaded per day

• 300 hours of video are uploaded to YouTube every minute

 we want to exploit unlabeled data, at least in part



Using pretrained weights
Step 1 Step 2 Step 3
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Save these 
features
for the whole 
training and 
testing datasets.

Then, train a new classifier that uses these features as input



Option 2
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Shades of supervision: self-supervised 
learning
Can we learn something WITHOUT labels?

How do we (humans) learn?!?

The Scientist in the Crib: What Early Learning Tells Us About the Mind
by Alison Gopnik, Andrew N. Meltzoff and Patricia K. Kuhl
The Development of Embodied Cognition: Six Lessons from Babies
by Linda Smith and Michael Gasser



Definition (attempt to)

• You are interested in solving problem A

• Take a lot of data similar to the one you’ll use, without labels
(of course: you are lazy)

• Invent a problem B (pretext task) on the data for which
• you can get a ground truth for free from the data itself

• you need to “understand” the data in order to solve it

• Train a network for B

 The network has learned something valuable for A, i.e. to 
understand the data



You already know at least one method to 
achieve this: autoencoders

https://www.jeremyjordan.me/autoencoders/

Pretext task desiderata:
• you can get a ground truth 

for free from the data itself
• you need to “understand” 

the data in order to solve it



Unsupervised Visual 
Representation Learning 
by Context Prediction
https://arxiv.org/abs/1505.05192, 
2015



Think!



Some more...
Pretext task desiderata:
• you can get a ground truth 

for free from the data itself
• you need to “understand” 

the data in order to solve it



Learned
representation



How can we evaluate 
whether the representation 
makes sense?

• Given a query patch, we 
can look for nearest 
neighbors in the dataset

Are these semantically 
similar?

• It turns out that... Yes, 
they are

• Surprisingly they also are 
somewhat similar if the 
network is randomly 
initialized (!)



Find the bug

• The network will CHEAT if it can

• When designing a pretext task, 
care must be taken to ensure that 
the task forces the network to 
extract the desired information 
(high-level semantics, in our case), 
without taking “trivial” shortcuts. Pretext task desiderata:

• you can get a ground truth 
for free from the data itself

• you need to “understand” 
the data in order to solve it



Brainstorm: you are a lazy neural network

You are a network that, given the 
center patch and one of the others, 
has to predict the relative position 
of the second wrt the first (8 
possible classes).

Pitch lazy ways to solve the problem 
without actually understanding the 
image!

https://answergarden.ch/1278976

https://answergarden.ch/1278976


Anti-cheat 1 and 2!

low-level cues like boundary patterns or 
textures continuing between patches
could potentially serve as a lazy shortcut

it is possible that long lines spanning 
neighboring patches could could give 
away the correct answer



What is cheat 3?  Hint...



Chromatic aberration



Cheat 3 (genius!)

• Chromatic aberration arises from 
differences in the way the lens focuses 
light at different wavelengths. In some 
cameras, one color channel (commonly 
green) is shrunk toward the image center 
relative to the others.

• A ConvNet, it turns out, can learn to 
localize a patch relative to the lens itself 
simply by detecting the separation 
between green and magenta (red + 
blue). 

• Once the network learns the absolute 
location on the lens, solving the relative 
location task becomes trivial.



Anti-cheat 3



Shuffle and Learn: 
Unsupervised Learning using
Temporal Order Verification
https://arxiv.org/abs/1603.08561, 
2016



Are these frames in the correct order or not?



Pretext problem (classification):
are these frames in the correct 
order?

Pretext task desiderata:
• you can get a ground truth 

for free from the data itself
• you need to “understand” 

the data in order to solve it



Sampling 
reasonable 
instances

• What is the problem if 
you sample frames from 
any video?

• That most samples will be 
impossible to predict due 
to almost no motion

• Then, only sample from 
high-motion windows
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Colorful image 
colorization
2016



Image colorization (hallucinate colors)

Pretext task desiderata:
• you can get a ground truth 

for free from the data itself
• you need to “understand” 

the data in order to solve it



Main idea
Learned
representation



Self-supervised deep learning conclusions

• You are interested in solving problem A

• Take a lot of data similar to the one you’ll use, without labels
(of course: you are lazy)

• Invent a problem B (pretext task) on the data for which
• you can get a ground truth for free from the data itself

• you need to “understand” the data in order to solve it

• Train a network for B

 The network has learned something valuable for A, i.e. to 
understand the data



What we have seen so far

• Systems (typically robots) that collect their own training data but then 
solve a standard supervised learning task

• Systems that learn to extract meaningful representations from the 
data itself



Now…

• Take a coffee

• Fill this form:
https://forms.office.com/Pages/ResponsePage.aspx?id=pDglg56TEk-VLuM8-
eVonUcsmPZBUUVBgjoOf_oZabpUNVlMMEtQS1JBUFY4WUxUNVVOTTZBWE5DUS4u

• See you at 17:25 for discussion


