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1. Motivations
Why do we even care?



1.1 Motivating story 1
An application to robot perception



“It will be easy”, they said. “Just use a CNN”, they said.



Our focus

Obstacle perception
and avoidance

Path Planning

Visual Odometry Control

Perception of the trail 
direction

Mapping



A challenging pattern recognition problem

Trail heading left Trail heading straight ahead Trail heading right



An image classification problem

Deep Neural 
Network

Input P(trail is left)

P(trail is straight)

P(trail is right)
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Internal view of the classifier



How the classifier was trained



Dataset size



Classification accuracy



Test images which are easily classified



Test images which are misclassified



Application to video acquired from an 
handheld camera



Steering a MAV with a purely reactive 
controller



Implementation

Odroid U3 runs Semi-direct Visual Odometry (SVO) 
pipeline and our DNN at more than 15FPS





Brainstorm here!

https://answergarden.ch/1279254

https://answergarden.ch/1279254


The devil is in the details

Source domain (a lot of training data) Target domain (few or no training data)



1.2 Motivating story 2
Traversability estimation for ground robots



Traversability rules are non-trivial
and robot-dependent



• With UAVs or local sensing

3D reconstruction of scenario at ETH-RSL from UZH-RPG group

UAVs can create detailed 3D terrain maps



Problem statement

• Given a robot model

• Given a large 3D map

• Where can my robot pass?



Solution

Train a deep neural network that given a small oriented patch of 
terrain, predicts whether our robot can move from the center to the 
end of the patch



Gathering training data in simulation



Gathering training data from simulations

• Spawn robot with 
random position and 
orientation

• Let it proceed straight 
until stuck

• Save traversed / 
nontraversed patches

• Repeat



Procedurally-generated training terrains



Procedurally-generated training terrains



Procedurally-generated training terrains



Procedurally-generated training terrains



Procedurally-generated training terrains



Procedurally-generated training terrains



Training patches (20 out of 100k)

Traversable

Not traversable
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Quantitative results
on unseen testing data

Chavez et al., Robotics and Automation Letters, 2018
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High-resolution DEM data from SenseFly (3D reconstruction of a Swiss Mining Quarry)

Trained Deep Neural Network

Unseen map (not part of training set)
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We care about this

How is this related to Domain Adaptation?

Simulation Real World
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A lot of
cheap data

Very few, expensive samples, if any

Domain



Domain adaptation: a scientific challenge

Simulation
data Model tuned to simulation

Standard

Real
data Model

weak
(few training samples)

Standard

Simulation
data

Real
data Model

dominated by
simulation data

Standard

Simulation
data

Real
data Model tuned to real world

borrows statistical power
from simulated dataset

Domain
adaptation

Source Domain Target Domain



Real data comes from different sources 
(domains)



Office dataset (multi-domain object 
recognition benchmark)

Amazon Caltech DSLR Webcam



2. Definitions and
related problems



Main assumption in Domain Adaptation

Source domain Target domain

Joint PDF

Random variable representing the input Random variable representing the label

≠



What training data do we have available?

Source domain Target domain
Labeled data

Target domain
Unlabeled data



In semisupervised Domain Adaptation

Source domain Target domain
Labeled data

Target domain
Unlabeled data

(usually, very very few)(usually, a lot)



In unsupervised Domain Adaptation

Source domain Target domain
Labeled data

Target domain
Unlabeled data

(usually, a lot)

(usually, a lot)



Domain adaptation taxonomy

• Availability of labels in the target domain:
• Yes: semisupervised DA
• No: unsupervised DA

• Number of source domains:
• One: (default)
• Many: multisource DA

• Feature dimensionality among domains:
• Same: (default)
• Different: heterogeneous DA



Different but related problems
• Covariate shift

Marginal distributions of X differ in the two domains
but P(Y|X) is the same in the two domains

• Class imbalance
Marginal distributions of Y differ in the two domains
but P(X|Y) is the same in the two domains

• Transfer learning aka multitask learning
Multiple tasks with different labels but a single P(X) for all tasks

• Semisupervised learning
A single domain, with a mix of labeled and unlabeled data

• Self-taught learning aka self-supervised learning
As above, but the unlabeled data might be very loosely related to the task (e.g. just 
share very simple features such as corners etc)

• Multiview learning aka cross-view or multimodal
Samples from different domains are paired

Labeled training data

Unlabeled training data



3. Overview of some DA 
approaches



Frustratingly Easy 
Domain Adaptation
https://arxiv.org/abs/0907.1815, 2009

Augments the feature vectors

(semisupervised)

https://arxiv.org/abs/0907.1815


Think about it!

Input 
feature 
vector xi

domain-
dependent 

transformation

Augmented 
feature vector

standard 
classifier



How does it work?

source domain target domain

Input 
feature 
vector xi

domain-
dependent 

transformation

Augmented 
feature vector

standard 
classifier



It actually works!

Baselines

Datasets

Classification errors on target domain, lower is better



Interval: brainstorm about DA baselines!

• Which other “trivial” approaches can you think of that could be used 
as baselines in a Domain Adaptation setting?

• Brainstorm here!

answergarden.ch/1279232



It actually works!

Baselines

Datasets

Classification errors on target domain, lower is better



It actually works!

Baselines

Datasets

Classification errors on target domain, lower is better



Intuition: Why does it work!?!

0

1

the

monitor

0

1

0

1

0

0

0

1

0

0

0

1

features

augmented
features

domain 1
(WSJ)

domain 2
(hardware)

general

WSJ-specific

hardware-specific

general

WSJ-specific

hardware-specific



CORAL: Frustratingly Easy 
Domain Adaptation 2

http://www.aaai.org/ocs/index.php
/AAAI/AAAI16/paper/download/12
443/11842, AAAI 2016

Matches the distributions of the 
source and target features by 
aligning the covariances

(unsupervised)

http://www.aaai.org/ocs/index.php/AAAI/AAAI16/paper/download/12443/11842


How does it work?

(a) original data

(b) remove correlations in source domain

(c) copy feature correlations from target to source



Deep Domain Confusion

https://arxiv.org/abs/1412.3474, 
2014

Introduces an adaptation layer and 
an additional domain confusion 
loss, to learn a representation that 
is both semantically meaningful 
and domain invariant

(unsupervised)

https://arxiv.org/abs/1412.3474


Intuition



How does it work?
computed on 
labeled images

computed on all 
images

MMD means Maximum Mean Discrepancy



Hyperparameter tuning by MMD minimization

Where should we put the adaptation layer? How large should it be?
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Unsupervised Domain 
Adaptation by 
Backpropagation
2014, https://arxiv.org/abs/1409.7495

Promotes the emergence of features 
that are

(i) discriminative for the main 
learning task on the source 
domain and 

(ii) invariant with respect to the shift 
between the domains

This adaptation behaviour can be 
achieved in almost any feed-forward 
model by augmenting it with few 
standard layers and a simple new 
gradient reversal layer. The resulting 
augmented architecture can be trained 
using standard backpropagation.

https://arxiv.org/abs/1409.7495




Principle

The parameters of both classifiers are optimized in order to minimize 
their error on the training set.

The parameters of the underlying deep feature mapping are optimized 
in order to:

1) minimize the loss of the label classifier, and

2) to maximize (due to gradient reversal) the loss of the domain 
classifier. This encourages domain-invariant features to emerge in 
the course of the optimization.



Results & Datasets
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Beyond Sharing Weights for 
Deep Domain
Adaptation
2018 
https://www.epfl.ch/labs/cvlab/research/do
main-adaptation/deep-domain-adaptation/

• Maintains that Deep Learning approaches 
to Domain Adaptation should not focus 
on learning features that are invariant to 
the domain shift, which makes them less 
discriminative.

• Instead, explicitly models the domain 
shift using a two-stream CNN 
architecture, where the weights of the 
streams may or may not be shared. To 
encode the fact that both streams should 
be related, encourages the non-shared 
weights to remain close to being linear 
transformations of each other by 
introducing an additional loss term.

https://www.epfl.ch/labs/cvlab/research/domain-adaptation/deep-domain-adaptation/


The weights should be related, yet different 
for each of the two domains.

Allows the weights of the corresponding 
layers to differ between the two streams, but 
prevents them from being too far from each 
other. This models the fact that the source 
and target domains are related, and prevents 
overfitting in the target stream, when only 
very few labeled samples are available.

Principle



What’s inside?
Layer j

parameters (weights and biases)

Source stream Target stream

Per-layer scalar parameters learned at training time



Application: detecting UAVS
(semisupervised, classification)



Application: face pose estimation
(unsupervised, regression)



Which layers should be shared?
Depends on the task!



4. Some first-hand experiences 
with Domain Adaptation



Generalize across domains for our Mighty Thymio

Baseline
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DASource domains Target

Without DA With DA

Quantitative obstacle detection performance



Source 
domain

Target 
domain

(unlabeled)

Target 
domain

(labeled)

Unsupervised DA

Supervised DA

Baseline

Baseline

Generalize across domains for our Mighty Thymio



Source 
domain

Target 
domain

(unlabeled)

Target 
domain

(labeled)

Unsupervised DA

Supervised DA

Baseline

Baseline

Generalize across domains for our Mighty Thymio



Source domain Target domain

DA

Domain Adaptation for proximity interaction



Domain Adaptation for proximity interaction



Domain Adaptation: conclusions

• Sooner or later, domain shift will screw your plans

• Domain adaptation to the rescue!
• Semisupervised DA

• Unsupervised DA

• “Frustratingly simple” methods, standard or deep

• Main ideas:
• Align features across domains

• Maximize domain confusion

• Explicitly model domain shift



Now…

• Take another coffee!

• Fill another form!
https://forms.office.com/Pages/ResponsePage.aspx?id=pDglg56TEk-VLuM8-
eVonUcsmPZBUUVBgjoOf_oZabpUN1ZHR0xKNU5SVVhIQ0ZUM1ZLUlBYNzVBVS4u

• See you at _________ for discussion



Further discussion and 
practical implications

https://www.nature.com/articles/
s42256-020-0185-2

Read this and discuss

https://www.nature.com/articles/s42256-020-0185-2

