
Part 5



Two main meanings for SSL

• Systems (typically robots) that collect their own training data but then 
solve a standard supervised learning task

• Systems that learn to extract meaningful representations from the 
data itself



Learning to see by listening
A robot that acquires its own training data... 
… and learns useful representations through an audio pretext task





An experiment in self-supervised 
learning for Robots
A robot that acquires its own training data... 
but then solves a standard Supervised Learning problem



Mighty Thymio

• 5 front-facing infra-red sensors

• 720p camera

• ODRIOD C1

• Wi-Fi connectivity
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Cross-sensor prediction (image -> proximity)



Problem definition example
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Data gathering

• Various examples:

• Different distances and directions

• Floors with different textures

• Obstacles with different shapes, materials 

and colors

• 8 recording sessions

• 36k training examples
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An (optional) controller for efficient data 
gathering



Quantitative evaluation

• Symmetric

• Decreases on sides

• Decreases with distance

• Distance = 0 cm is the hardest
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Area Under the Receiver Operating Characteristic Curve



Why 0cm is so hard? the camera blind spot!

15



16

Prediction           Target Prediction           Target



20

It works!



Video
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Video
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Generalizing…

https://github.com/idsia-robotics/learning-long-range-perception

https://github.com/idsia-robotics/learning-long-range-perception


A seminal paper from 2006
A robot that acquires its own training data... 
but then solves a standard Supervised Learning problem



Self-supervised online learning for big-ass Robots



The task

Predict the traversal cost of terrain given overhead data



Supervision

• Short range ladar

• Robot assigns traversal 
costs to areas in front of 
itself from features 
computed by interpreting 
the position, density, and 
point cloud distributions 
of sensed obstacles



Quiz:
What would you call 
“supervisory signal” here?



A big advantage: online learning

Performance
of a supervised
system trained
from human
collected data

Performance
of self-supervised
models



How do you evaluate something like this?
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How do you evaluate something like this?



Conclusions for the whole lecture

• In deep learning:
• Labeled training data is precious

• Unlabled training data is often abundant

• Self-supervised methods are used to learn useful representations from 
unlabeled data, using pretext tasks

• In robotics:
• Labeled training data is precious

• Robots can collect large amounts of labeled data cheaply

• Learning from limited supervision is possible!


