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• Part 4: implement&test a simple self-supervised learning method

• Part 5: some examples of self-supervised learning in robotics
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Two main meanings for SSL

• Systems that learn to extract meaningful representations from the 
data itself

• Systems (typically robots) that collect their own training data but then 
solve a standard supervised learning task
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Self-supervised (aka self-taught) 
deep learning
The data itself is a source of supervision



Shades of supervision: full supervision

To some extent, any visual task can be solved now by:
1. Construct a large-scale dataset labelled for that task
2. Specify a training loss and neural network architecture
3. Train the network and deploy

Classification error on imagenet



But...

• Labeled data is expensive (eg medical, or whatever problem they are 
paying you to solve)

• Huge amounts of unlabeled data
• Facebook: one billion images uploaded per day

• 300 hours of video are uploaded to YouTube every minute

→ we want to exploit unlabeled data, at least in part



Using pretrained weights
Step 1 Step 2 Step 3



Shades of supervision: self-supervised 
learning
Can we learn something WITHOUT labels?

How do we (humans) learn?!?

The Scientist in the Crib: What Early Learning Tells Us About the Mind
by Alison Gopnik, Andrew N. Meltzoff and Patricia K. Kuhl
The Development of Embodied Cognition: Six Lessons from Babies
by Linda Smith and Michael Gasser



Definition

• You are interested in solving problem A

• Take a lot of data similar to the one you’ll use, without labels
(of course: you are lazy)

• Invent a problem B (pretext task) on the data for which
• you can get a ground truth for free from the data itself

• you need to “understand” the data in order to solve it

• Train a network for B

→ The network has learned something valuable for A, i.e. to 
understand the data



You already know at least one method to 
achieve this: autoencoders

https://www.jeremyjordan.me/autoencoders/

Pretext task desiderata:
• you can get a ground truth 

for free from the data itself
• you need to “understand” 

the data in order to solve it



Unsupervised Visual 
Representation Learning 
by Context Prediction
https://arxiv.org/abs/1505.05192, 
2015



Think!



Some more...
Pretext task desiderata:
• you can get a ground truth 

for free from the data itself
• you need to “understand” 

the data in order to solve it



Learned
representation



How can we evaluate 
whether the representation 
makes sense?

• Given a query patch, we 
can look for nearest 
neighbors in the dataset

Are these semantically 
similar?

• It turns out that... Yes, 
they are

• Surprisingly they also are 
somewhat similar if the 
network is randomly 
initialized (!)



Find the bug

• The network will CHEAT if it can

• When designing a pretext task, 
care must be taken to ensure that 
the task forces the network to 
extract the desired information 
(high-level semantics, in our case), 
without taking “trivial” shortcuts. Pretext task desiderata:

• you can get a ground truth 
for free from the data itself

• you need to “understand” 
the data in order to solve it



Brainstorm: you are a lazy neural network

You are a network that, given the 
center patch and one of the others, 
has to predict the relative position 
of the second wrt the first (8 
possible classes).

Think of lazy ways to solve the 
problem without actually 
understanding the image!



Anti-cheat 1 and 2!

low-level cues like boundary patterns or 
textures continuing between patches
could potentially serve as a lazy shortcut

it is possible that long lines spanning 
neighboring patches could could give 
away the correct answer



What is cheat 3?  Hint...



Chromatic aberration



Cheat 3 (genius!)

• Chromatic aberration arises from 
differences in the way the lens focuses 
light at different wavelengths. In some 
cameras, one color channel (commonly 
green) is shrunk toward the image center 
relative to the others.

• A ConvNet, it turns out, can learn to 
localize a patch relative to the lens itself 
simply by detecting the separation 
between green and magenta (red + 
blue). 

• Once the network learns the absolute 
location on the lens, solving the relative 
location task becomes trivial.



Anti-cheat 3



Shuffle and Learn: 
Unsupervised Learning using
Temporal Order Verification
https://arxiv.org/abs/1603.08561, 
2016



Are these frames in the correct order or not?



Pretext problem (classification):
are these frames in the correct 
order?

Pretext task desiderata:
• you can get a ground truth 

for free from the data itself
• you need to “understand” 

the data in order to solve it



Sampling 
reasonable 
instances

• What is the problem if 
you sample frames from 
any video?

• That most samples will be 
impossible to predict due 
to almost no motion

• Then, only sample from 
high-motion windows
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Colorful image 
colorization
2016



Image colorization (hallucinate colors)

Pretext task desiderata:
• you can get a ground truth 

for free from the data itself
• you need to “understand” 

the data in order to solve it



Main idea
Learned
representation



SimCLR: Contrastive 
Learning of Visual 
Representations

https://arxiv.org/pdf/2002.05709.pdf

2020



What can we expect about the 
representations of these four images?



Main idea

https://ai.googleblog.com/2020/04/advancing-self-supervised-and-semi.html

Use a contrastive learning loss 
to train CNN and MLP such that:

- similar outputs for different 
augmentations of the same 
image

- different outputs for different 
images



Which augmentation is 
best?



Seems fine… ?
I can be lazy and just check if 

the color histograms 
approximately match!



Seems fine… ?
I can be lazy and just check if 
the geometry approximately 

matches!



The data!

• Any individual 
augmentation is not very 
helpful

• Applying two 
augmentations at the 
same time (Color and 
Crop) forces the model to 
actually learn semantics!



Why the projection?

It turns out that the best 
representation to use for 
downstream tasks is not the 
MLP output, but its input.

But the MLP is useful during 
training.  Why?

The MLP loses information, e.g. 
color, in order to achieve the 
contrastive loss. This 
information might be relevant 
for downstream tasks!



Barlow Twins:
Self-Supervised Learning 
via Redundancy 
Reduction

https://arxiv.org/pdf/2103.03230.pdf
2021

The method is called Barlow Twins, owing to 

neuroscientist H. Barlow's redundancy-reduction 

principle applied to a pair of identical networks.



Main idea

When we train a visual 
classification model, our ideal 
features are:

• Invariant to transformations 
that do not affect the class

• Not correlated to each other



More about the cross correlation matrix…

i

j

Number of features

Correlation between two vectors:
- feature i in ZA for all samples in the batch
- feature j in ZB for all samples in the batch



Self-supervised deep learning conclusions

• You are interested in solving problem A

• Take a lot of data similar to the one you’ll use, without labels
(of course: you are lazy)

• Invent a problem B (pretext task) on the data for which
• you can get a ground truth for free from the data itself

• you need to “understand” the data in order to solve it

• Train a network for B

→ The network has learned something valuable for A, i.e. to 
understand the data
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We are now going try on CIFAR-10!

50’000 labeled images

What we did before…

49’800 unlabeled images

What we are going to do now…

200 labeled images
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49’800 unlabeled images

Train

Step 1: train the model on the pretext task using all unlabeled images
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Step 2: discard the classification layer
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49’800 unlabeled images

Freeze

Step 3: freeze the convolutional layers and train a new classification layer using only labeled data

Train



Which pretext task 
should we implement?

Pretext task desiderata:
• you can get a ground truth 

for free from the data itself
• you need to “understand” 

the data in order to solve it


